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Part 1: Assessing Alignment

Part 2: Learning Alignment

Key Questions
● Alignment Capability: How well can unimodal visual and language models 

align for zero-shot open-vocabulary tasks?
● Model Architecture Impact: Do larger models trained on extensive 

datasets yield better alignment? Does the choice of self-supervised 
learning (SSL) methods play a more significant role?

● Representation Properties: What properties of SSL representations—such 
as linear separability or clustering quality—drive stronger cross-modal 
alignment? Visual-Language Alignment Probing: a direct assessment method 

inspired by linear probing in SSL evaluation.

Key Findings 
● SSL Method Matters: DINOv2-B (86M) > 

AIM-L (1B parameters)> MAE-familay
● Representation Properties: Alignment 

performance strongly depends on the 
clustering quality of SSL representation, as 
reflected by k-NN performancemore than 
linear separability.

Key Findings 
● Language Understanding Critical: 

language understanding capability is 
essential for vision-language reasoning 
tasks.

● CLIP Training Limitations: Training text 
encoders solely through CLIP-style 
contrastive learning proves insufficient 
for optimal performance.

● Pretrained LM Advantage: LLMs as text 
encoders emerges as a promising 
strategy for building robust VLMs
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We introduce Swift Alignment of Image and Language (SAIL), 
aligning pretrained unimodal vision and language models. 

Our efficient two-step training pipeline optimizes both 
performance and computational costs.

Specifically, SAIL achieves superior alignment through three key 
optimizations:

Zero-Shot Vision-Language Tasks

Multimodal LLM tasks

We train SAIL a 23M Merged dataset.. The 
training of SAIL takes ~ 5 hours on a 
single A100 GPU with batch size up to 
32,768.

SAIL surpasses CLIP with only ~6% of 
image-text pairs on broad downstream 
vision-language tasks.

SAIL transforms features from SSL 
models to be more language-compatible, 
thus better suited for integration with 
MLLMs.

https://huggingface.co/datasets/qidouxiong619/dreamlip_long_captions

